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Because of the difficulty of obtaining ground truth for real
images, the traditional technique for comparing low-level vision
algorithms is to present image results, side by side, and to let the
reader subjectively judge the quality. This is not a scientifically sat-
isfactory strategy. However, human rating experiments can be done
in a more rigorous manner to provide useful quantitative conclu-
sions. We present a paradigm based on experimental psychology
and statistics, in which humans rate the output of low level vision
algorithms. We demonstrate the proposed experimental strategy by
comparing four well-known edge detectors: Canny, Nalwa-Binford,
Sarkar-Boyer, and Sobel. We answer the following questions: Is
there a statistically significant difference in edge detector outputs
as perceived by humans when considering an object recognition
task? Do the edge detection results of an operator vary significantly
with the choice of its parameters? For each detector, is it possible to
choose a single set of optimal parameters for all the images without
significantly affecting the edge output quality? Does an edge detec-

between ratings for fixed versus adapted parameters? 2. Is there interactic
between fixed versus adaptive parameter values and the edge detectors? 3. |
fixed parameters, are there differences in ratings between edge detector
4. For fixed parameters, is there interaction between the detector and th
image? 5. Foradapted parameters, is there a difference in the ratings betwe
edge detectors? 6. For adapted parameters, are there interactions betwe
edge detectors and images? D. Summary.

VI. Discussion and conclusio. Observations. B. Experimental concerns.

I. INTRODUCTION

What is more interesting is that we are willing to develop one more edge
detector, but we do not want to develop objective and quantitative methods
to evaluate the performance of an edge detector. About three decades of
research on edge detection has produced N edge detectors without a solid
basis to evaluate the performance. In most disciplines, researchers evaluate
the performance of atechnique by a controlled set of experiments and speci-
fy the performance in clear objective terms. In edge detection, practically

no efforts were even made to define objective measures. We still evaluate
the performance of an edge detector by looking at the results. (Ramesh Jain
and Tom Binford, 1991)

tor produce edges of the same quality for all images, or does the
edge quality vary with the image? (« 1998 Academic Press
Key Words: edge detection; low-level processing; segmentation;

performance evaluation. The ubiquitous interest in edge detection stems from the as

sumption that object boundaries manifest as intensity change
The front end of most vision systems consists of an edge dete
tion module. Quantitative performance comparison of these lov
level vision modules requires ground truth. In fact, Hocteal.

[2] at USF have recently conducted such a comparison stud
based on manually constructed ground truth for range segmet
lll. Methods A. Edge detectors. B. Images. C. ANOVA. tation tasks. However, manually constructing ground truth for

IV. Experiment #1: Edge detector parameter settifg€Edge detector parame- Lint ity i . bl tic. E the definiti f
ter settings. B. Images. C. Judges for the ratingtask.D.Ratingtask.E.Rest_EﬁQ Intensity Images Is problematic. Even the definition of an

1. Are the ratings of the judges consistent? 2. Do the ratings of an edge Hd€nsity edge is debatable. Should one consider just step edge

tector vary with the image? 3. Does the rating of an edge detector rating vdfyhat should be the ideal profile of a step edge? Where woul

with its parameter? 4. Is there interaction between the chosen edge detefites edge location be marked for a gradually changing edge

parameter value and the image? F. Summary. _ Hence, we believe that in the near future creating ground trut!
V. Experiment #2: Comparison rating of edge detectérsludges for the rating listicint ity i . tical i ibility. The dif
task. B. Rating task. C. Results. 1. Isthereastatisticallysignificantdiﬁereneé re?‘ IS .ICln el _y Imag_es_ IS a practicalimpossibl I_y' S

ficulties involved in obtaining ground truth for real images are

so great that, as evidenced by the prior work data summarized |

* This work is supported by Air Force Office of Scientific Research Grar;'t—‘r’_lbIe 1, researchers S|mply_ do not ‘?O”d“Ct quantltatlv_e evalu

F49620-92-1-0223 and National Science Foundation Grants CDA-94242@4i0ns of edge detectors using real images. (Table 1 lists cor

DBS-9213246, and IRI-9501932. tributions to the problem of edge detection recently publishec
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TABLE 1

39

Edge Detection Algorithms in PAMI (Jan. 93-June 95), SMC (Jan. 93-Aug. 95), R&A (April 94-June 95),

CVGIP (Jan. 90-July 95), IJCV (Jan. 90, Dec. 94), PR (Jan. 93-July 95)

Nature Performance Real image Algorithms
Source of the algorithm presented on ground truth compared
[3] (PAMI, 1995) Covariance models 3real 0 None
[4] (PAMI, 1994) Expansion matching 1real 0 Canny
[5] (PAMI, 1993) Dispersion of gradient 1real 0 Sobel
direction
[6] (PAMI, 1993) Regularization 2 real 0 LoG, Canny
[7]1 (SMC, 1995) Surface fitting 2 synth 0 Sobel, Haralick
[8] (SMC, 1994) Neural networks 2 real 0 None
[9] (CVGIP, 1994) \oting based 3real 0 Canny
3range
2 synth
[10] (CVGIP, 1994) Linear filtering 1real, 1 synth 0 LoG
[11] (CVGIP, 1992) Maximum likelihood 1 synth 0 Rosenfeld & Thurston
[12] (CVGIP, 1991) Linear filtering 3real, 1 synth 0 LoG, Canny
[13] (CVGIP, 1991) Linear filtering 2 real 0 Deriche
[14] (CVGIP, 1991) Derivative based 1real 0 None
[15] (13CV, 1994) Linear filter 1 synth, 2 real 0 None
[16] (1JCV, 1994) Linear filter 1 synth 0 None
[17] (13CV, 1993) Analog network 2 real Reconstructed image Log
as ground

[18] (PR, 1995) Statistical 4 real 0 Canny, LoG
[19] (PR, 1995) Search 1 synth, 3 real 0 Canny, LoG,

Ashkar & Modestino
[20] (PR, 1995) Filtering 4 real 0 None
[21] (PR, 1994) Neural nets 1 synth, 1 real 0 Canny
[22] (PR, 1994) Genetic opt. 1 synth, 1 real 0 Simulated anneal local search
[23] (PR, 1994) Co-occurrence 4 synth, 2 real 0 Canny, LoG, Jain’s stochastic
[24] (Pr, 1994) Statistical 1 synth, 1 real 0 Sobel, DoG, Haralick,

Anisotropic diffusion
[25] (PR, 1993) Local masks 2 synth, 2 real 0 Other hierarchical
[26] (PR, 1993) Filtering 1real 0 0
[27] (PR, 1993) Statistical 3real 0 Nalwa, DoG

Note.The number of images is counted from the images presented in the paper. Ground truth is counted as objective specification of correct edge pix
last column lists the edge algorithms considered in the comparison.

in major journals.) Quantitative evaluation, when done at all, The purpose of this paper is to describe a new (to compute
is done on synthetic images. However, most researchers do viston) experimental framework which allows us to make quan:
regard results on synthetic images as convincing and still deditative comparisons using subjective ratings made by people
to see results on real images. This approach avoids the issue of pixel-level ground truth. A
Another possible strategy would be to measure the perfarresult, it does not allow us to make statements about the fre
mance enhancement of a complete general vision system wijtkency of false positive and false negative errors at the pixe
different edge detectors. Unfortunately, there is no such compevel. Instead, using experimental design and statistical tecl
tent computer vision system. Thus, it has become an acceptégues borrowed from psychology, we make statements abo
practice to compare edge detectors by presenting visual resultether the outputs of one edge detector are rated statistical
side-by-side for the reader’s subjective evaluation. That is, wignificantly higher than the outputs of another.
resort to asking the only known object recognition system with We believe that edge characterization has to be done in tf
proven competence—the human. But this practice raises mamytext of a visual task. The edge evaluation strategy depends:
questions. How variable is the subjective judgement about what we want to do with the edges. In the proposed framewortk
edge detector across images? How well do different people agtiee edge ratings are done in the context of object recognitior
in their subjective judgments of an image? To what extent afée edges are rated by human experts according to whether .
the conclusions affected by choice of images? of the edge information relevant for recognizing an object is
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present, without distracting edges. The experts in our study ar&\Ve agree with the quote above that ratings of a computer vi
students with extensive experience in dealing with images sion algorithm have to be made in the context of a visual tasl
the computer. [33]. So far, edge detection modules have been designed ar
The paper is organized as follows. Related work is discussedhluated in isolation, except for the recent work by Ramest
in the next section. The edge detectors and the image setamd Haralick [31]. The evaluation paradigm in this paper is goal
discussed in Section Ill. The comparison was conducted in twdented; in particular, we consider edge detection in the contex
stages. Every edge detector has parameters whose values néethject recognition. The human judges rate the edge detec
to be set. In the first stage, discussed in Section IV, we cdiors based on how well they capture the salient features of ree
ducted experiments to choose these parameter values. Therotijects.
outputs of the edge detectors were compared in the second s#tfe also firmly believe that evaluation should be done using
of experiments, described in Section V. We discuss the resuksl images. As Zhou, Venkateshwar, and Chellapa [35] note

and conclude with Section VI. “any conclusions based on these comparisons of synthetic irr
ages have limited value. The reason is that there is no simpl
Il. RELATED WORK extrapolation of conclusions based on synthetic images to re

images!”

Recent work in the design of edge detectors is summarized inThe use of human judges to rate image outputs must be aj
Table 1. Our work deals not with the design of an edge detectgroached systematically. Experiments must be designed ar
but rather the methodology for comparing edge detectors. Qféhducted carefully, and results must be interpreted with the
of the earliest comparisons was done by Abdou and Pratt [28ppropriate statistical tools. The use of statistical analysis ir
This was followed by work by Fram and Deutsch [29], Peliision system performance characterization has been rare. T
and Malah [30], and more recently, Ramesh and Haralick [3Hnly prior work in the area that we are aware of is that of Nair
The emphasis in this line of work has been to characterize #gal. [36], who used statistical ranking procedures to compare
edge detector based on local signal considerations. The typigéliral network-based object recognition systems.
quantitative measures have been the probability of false alarmsin a related work, in 1975 Fram and Deutsch [29] used humat
probability of missed edges, errors of estimation in the edg@bjects to judge the discriminability of certain synthetic edge
angle, localization errors, and the tolerance to distorted edgéiginatures. These results were then compared with the edge o
corners, and junctions. tectors available at that time. The focus was on human versu

While these “signal based” approaches are valuable and hay&chine performance rather than using human ratings to corn
their place, we believe that local, signal based measures faibigre different edge detectors.
capture the globally coherent nature of perception. In this view,
it is not surprising that the field contains many papers describ-
ing “optimal” edge detectors, all of whose performance leaves I11. METHODS
something to be desired. This would be the natural result of
using criteria for optimality which do not adequately charad®. Edge Detectors

terize the real-world problem. (And as commented by Haralick £or gifferent edge detectors were selected for comparisor

and Shapir,(’) [32], “all evaluation metrics... leave something ifese are (1) the well-known Canny edge detector [37], (2) the
be desired.”) We are not proposing optimality criteria which apz,gitional Sobel edge detector, supplemented with hysteres
propna_tgly capture the nonlo.cal and Ges}alt—hke naturg Of.ObJEfﬁPesholding as used in the Canny, (3) the Nalwa—Binford edg:
recognition. However, techniques do exist to use subjective rglstector [38], and (4) the Sarkar—Boyer edge detector [12]. Th
ings by human judges in an objective and quantitative manngpe| is the baseline historical “standard” and is still frequently
This approach offers itself as a nice complement to signal-basgdhq in published research today. The Canny is a modern “stal
quantitative measures. This approach is also compatible W&Qrd,” in the sense that papers describing new edge detecto
recent suggestions by other researchers: often compare the results to those of the Canny, as evidence
Objective evaluation of an early vision algorithm is difficult without spec- IN Table 1. The Nalwa_.B_'nford edge detector was chpsen tc
ifying the purpose of a total system which includes the algorithm. One represent the “surface fitting” approach to edge detection. Th
possible way is to compare the performance of an algorithm with that of Sarkar—Boyer edge detector was chosen to represent the ct
human vision. (Shirai, 1994) rent state of the art in the “zero crossing” approach. Each of the
Although it would be nice to have a quantitative evaluation of performance det_eCthSv Othe!‘ than the quel, has be?n described in a pub
given by an analytical expression, or more visually by means of a tableCation in a top journal. The implementation of the Sobel edge
or graph, we must remember that the final evaluator is man and that higjetector was written by us. The implementation of the Canny
subjective criteria depend on his practical requirements. In order to doedge detector originally came from the University of Michigan
this, a better presentation of the output may help to make judgments abouénd Was incrementally modified by us. The implementations o
the obtained results (partial and final); image visualization in a controlled . ’
environment with real time presentation greatly facilitates the observers’sth_e Nalwa_B'nforq f_ind Sarkar-Boyer edge detectors were Qb
evaluation. (Cinque, Guerra, and Levialdi, 1994) tained from the original authors. (We do not attempt to explain
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the technical details underlying each of the edge detectors haigiects and contexts. Each image contains a single comple
The interested reader may consult the original publications [1Idhject in the central portion of the image, photographed from al
37, 38].) intuitively typical orientation, pretty much as initially encoun-
tered in its natural setting.

The objects were choosen so that they are readily recognize
by humans at thentry leve] the first category level that comes to

Figure 1 shows the eight images that were used in this erind when viewing an object. To verify this we ran experiments
periment. We chose the images to represent a wide varietyimfivhich images were shown for 1 s and subjects attempted t

B. Images

FIG. 1. The eightimages used in the experiments.
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FIG. 1—Continued

identify them. The percentage of subjects providing either titemplete object located in the center of the image. This result
correct name for the object or a synonym averaged 98.5% acrimsssome variation in the final image size.
the images, indicating that the objects are easily and readily
recognizable by humans.

The original color negatives were digitized and converted % ANOVA
grayscale intensity images. The contrast and brightness of thén our analysis of the experimental data we used the analysi
images were changed to improve their quality on slides anflvariance (ANOVA) technigue to separate the dependencie
to make them suitable for the psychological experiment of tleenong the variables and to ascertain the statistical significanc
previous paragraph. The images were then downsampled to 6i2bserved differences. For the theory behind ANOVA analysis
by 512, and some were cropped so there would be only oaed a full development of the approach, we refer the reader to
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relevant textbook (for example, [39, 40]). Here, we give only aresearchers have too) that results vary considerably based on the threshold:
brief sketch of how the approach is applied. used.... (Zhou, Venkateshwar, and Chellappa, 1989)

The subject’s ratings of the edge images are a function of theThjs first experiment is aimed at determining whether (1) it
images, edge detectors, their interaction, and random error @gufficient to use a fixed set of parameter values for a give
“noise”). Considering the overall variance of the subject ratinggige detector across all of our test images, or (2) it is nece:
gives us a global idea of the variation, but it does not tell us hayary to allow the parameter settings to vary between images.
the ratings (the dependent variables) vary with the individugde conclusion is that a fixed parameter set is sufficient, the
independent parameters and their interaction. In other words tRe experiment should identify a parameter set for each edg
overall variance does not let us pinpoint the source of the vagdetector. If the conclusion is that the parameter set should va
ance to the individual independent variables. However, ANOMAith image, then the experiment should identify an appropriati

allows us to accomplish this in an elegant manner. parameter set (for each edge detector) for each of the testimag
In essence, the ANOVA involves a linear regression model in

which subject’s ratings are the dependent variable and the M- Edge Detector Parameter Settings

dependent variables are detectors, images, and their interactiogach edge detector has some parameters which must be
(combined effects). ANOVA separates and compares variati%walppropriate values. For a comparison of edge detectors

due to the independent variables to variation due to error. In P worthwhile, the set of parameter values used in each detec

case, the error is the random individual differences among rat Sst be “tweaked” equally well. For each detector, we identifiec
(or experimental “noise”). For example, consider that a set e '

N. edae detect h of & sédam d that most relevant parameters to be considered in tuning, based
N eh 93 N gc ors are run or:jeac_ C()j as _I'_C:i agesl andtha suggestions in the original papers describing the edge detectc

each edge detection is rate by judges. The total variance and on our own experimentation with them.

would be the sum of differences of each of tg x N; x N;

S . . For the implementation of the Sobel evaluated here, the tw
individual ra_tlngs fro_m the ove_raII mean rating. The ANOVAbarameters considered in tuning are just (1) the value of the lo
procedure divides this total variance into four portions: one d

fge strength threshold for hysteresis and (2) the value of tt

0 ihe edfg de (tjettector, grie due to tze |maé:;e, otn(i due ’t,o the(;nfﬁ h threshold for hysteresis. For the Canny, the three paramete
action ot detector and image, and one due to ‘error (rap % nsidered in tuning are (1) the low hysteresis threshold, (2) th
variations between raters). The interaction of detector and im

is th ) ffact of binati f detect di Sh hysteresis threshold, and (3) thef a Gaussian which con-
IS the unique effect of a combination of detector and Image.ih e amount of smoothing. For the Nalwa—Binford detector

is equal to the variance leftover after subtracting the individu e two parameters considered in tuning are (1) a blurring pz
additive effects 9f detector and Image. By comparing the V&l meter which reflects the degree of edge blur within the fixe
ance.due to an mdependgnt va_n:_:\ble to the error variance, 'Efksle pixel) operator window and (2) the scaled edge contras
_posyble to es“”.‘ate how likely .'t Is for the variance due.to NBreshold. The latter contrast threshold (as in the source cod
mde:pendent vanabl_e to h?“’e arisen by chance. Ifthe Va”a_ncefsoﬁctuallytwice the step edge height in gray levels. For the
the independent variable is much larger than the error varian rkar—Boyer detector, the parameters considered in tuning 2
the scale of the operator and (2) the edge contrast threshol

then it is unlikely to be due to chance and we conclude that t
effect of the independent variable is probably real or statistical ote that the edge contrast thresholds in the Nalwa—Binford ar

significant. s

which mde_pendent v_anab_le has more effect on the rating, USIBBhe high combinatorics of the experimental protocol (8 to 1€
an effect-size analysis. This analysis uses the sources of varia (d%es for 8 images over edge parameter combinations), we ha
inthe ANOVA to determine the sizes of the effects of (amountsai) restrict the edge parameters to be from a small set of \,/alues.

variance due to) images, Qeteqtois, and their interaction, relaiil Svell known that the choice of the edge detector parameter |
to the amount of error. This ratio is termed omega squared [3 pendent on the image resolution and the size of the object

flt rantaIso bde notted tr,::.it regrﬁgsiio_n Is notorious for its I‘i‘}' erest. It is difficult to generalize a choice across all possibl
ot robustness due to outliers w 'C“ In our ca:se. oceurs w f?ﬂages. For example, the edges with af one for the Canny
the ratings of a few judges are not “consistent” with others. erator on a 512 512 image will differ from that on the same

discussed later, we explicitly chgck fqr this rater consisten age subsampled to 256256. Hence, it is imperative to ex-

to check for the presence of outlier r'atlngs. We have not fOu%ﬁriment with our present set of images. For each edge detect
outliers to be a problem in our experiments. the plausible meaningful range of each parameter was dete
mined by consulting the original paper and experimenting with
the implementation. From two to four settings of each paramete
value were chosen to coarsely sample the plausible meanin

..all the edge detectors referred to above need one or two thresholds to bl range. This resulted in from 6 to 12 combinations of para-
preset; we have observed in our experiments (We are certain that previoumeter settings for each edge detector. Table 2 summarizes t

IV. EXPERIMENT #1: EDGE DETECTOR
PARAMETER SETTINGS
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TABLE 2 for the Canny it was 96 (& 12). The task was to rate the edge

Combinations of Parameter Settings for the Edge Detectors detected versions on a scale of 1 (low) to 7 (high). A rating of 1
was defined as “edges seem to be without coherent organizatic
into an object.” A rating of 7 was defined as “all relevant edge
information for recognizing an object with no distracting edges.”
A sample rating sheet appears in the Appendix.

30%, 50% 70%, 85% 0.8,1.4,2.0pixels The different sittings lasted in the range of 20 to 40 min,
depending on the edge detector and with some variation betwee
judges. The judges did not know which edge detector was bein

Canny

Low hysteresis threshold High hysteresis threshold o

Nalwa—Binford

Blurring parameter Minimum edge contrast (scaledyated in a particular session.
0.25, 0.6, 0.95 30, 45, 60 gray levels E. Results
Sarkar-Boyer The raw data can be conceptualized as a large multidimen

Scale of operator Minimum edge contrast (scaledSional data set organize_d as (eight judgegight imagesk
(four edge detectors) (six to twelve parameter sets). Recall
04,08, 1.2 10, 25, 40 that the different edge detectors were rated in different sittings
on different days. Thus, this experimental design is not idea

Sobel . . :
obe for making comparisons of one edge detector against anothe
. . . In this experiment we consider each edge detector individually
Low hysteresis threshold High hysteresis threshold . . . .
and compare the ratings of its various parameter settings.
30%, 50% 70%, 80%, 90%

1. Are the ratings of the judges consistentl? the judges’
ratings are inconsistent, then further analysis of the data is prok
lematic. Thus, the issue of consistency between the judges
particular combinations of parameter values evaluated for eaalings is considered first. The tool for analyzing consistency

detector. between judges is the intraclass correlation coefficient (ICC)
There are a number of possible forms of the ICC and it is impor-
B. Images tant to select the appropriate one. In this experiment, the judge

Each ofthe eightimages (Fig. 1) was edge detected using e 5§ €dge images with different parameter settings of an edg
set of parameter values for each detector. Thus there were 6 eggf€Ctor, and the goal is to determine the best parameter settin
detected versions of each image for the Sobel, 12 edge detect@dne 1CC should reflect the consu_ste’ncy in the judges’ mea
versions of each image for the Canny, 9 edge detected version§ng of & particular parameter setting’s edge image relative i
each image for the Nalwa—Binford, and 9 edge detected versidfi§ 0verall mean of the edge images for that edge detector.
of each image for the Sarkar-Boyer. Printed versions of ttle':c’”c""”"‘“g Shrout and Fleiss [41], the appropriate ICC is
original images and the edge detected versions of each imal§e©(3; k)," defined as
became the input to a rating task. CCEk) - BMS— EMS
C. Judges for the Rating Task U BMS

Eight subjects acted as “judges” for the rating task. The judgefiereBMSis the mean square value of the rating between judge:
were all undergraduate majors in computer science or compuasd EMSis the total mean square error as defined below. Let
engineering. They performed the rating task as part of their p#ire rating of theith judge on thgth edge image be denoted
ticipation in an NSF-funded “Research Experiences for Unddry Xi; and the total number of judges and imagesaband
graduates” program. They had already had some lecture dndespectively. The mean of the ratingsithf judge is denoted
reading material on edge detection and object recognition - Xi = (1/b) >_; Xjj. The mean of the ratings for thigh
fore performing the rating task. image isX ;=(1/a)); Xij. And the overall mean iX=

1/ab) ) : Xij. Then,
D. Rating Task (1/ab) 2. Xi
_The rating task was perform_eq in multiple “sittings” across BMS— b Z(i' _ )Z)Z

differentdays. There was one “sitting” for each edge detector. On a-1%
agivensitting, each of the eightjudges received a stack of printed
pages containing the eight original images and the correspondamngl
edge-detected versions for one edge detector. For the Sobel, the 1

. . . _ Y
total number _of edge images for each jgdge was 48 @ for EMS= 7(a “De-1) Z:(XIJ Xi. — Xj+ X)~.
the Nalwa—Binford and Sarkar-Boyer it was 72x8&); and i]
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TABLE 3 it says that the ratings varied with the image. (For this effect
ICC(3, k) Values for the Judges’ Ratings of the Edge Images only variance due to images is considered; i.e., the data ha
been averaged over the parameter settings).
Edge detector Sobel Canny Nalwa—Binford  Sarkar—Boyer

3. Does the rating of an edge detector rating vary with its
ICC(3. k) 0.88 0.81 0.94 089  parameter? The results in Table 4 show that, for each of the
95N C.L. 0.82-0.92 0.74-0.86 0.92-0.96 0-84-0.92 edge detectors, there is a statistically significant effect due
the parameter set. This says that we can reject the null hypothe:
that the different parameter settings each produce approximate
equivalentedge information. In essence, it confirms that the edc
The values of the ICC can range from 0 (no consistency) ifages represented effectively different points in the paramete
1 (complete consistency). The ANOVA facilities of the SASpace for each edge detector.

statistical package were used to compute the components of thg_ Is there interaction between the chosen edge detector p:

ICC. The resulting ICC vaIues_ are given in Tab!e 3 rameter value and the imageinally, the results in the fourth
The ICC values are all relatively high, indicating good agree (imagex param.) of Table 4 show that for each of the edge
ment between the judges on the relative ratings of the edge ig: |

Note.The second row lists the 95% confidence intervals.

: : . etectors there is a statistically significant interaction of image
ages from different parameter settings. This suggests that {the y Sig g

: ; d parameter set. This says that we can reject the null hypot
daia can rehaply be used to look at the effects of image aggis that the pattern of ratings for different parameter setting
parameter settings.

The data from the analysis of variance due to image and pa-
rameter setting for each edge detector are summarizedin Table 4.
The first column of Table 4 lists the sources of the rating vari- TABLE 4
ations for each edge detector which are: image, edge detec-  Analysis of Variance for Ratings of Edge Images
tor parameter choice, interaction between image and parame=
ter choice, and the remaining experimental error. The second

Canny edge detector

column lists the degrees of fregdom (DF) for each source. The gy ce DE ss w2 F_value P-value

number of degrees of freedom is defined as the number of “free”

available observations, which is equal to the samplesizgnus  Image 7 103.98 0.06 10.46 0.0001

the numbea of parameters estimated from the sample. Since Warameters 11 237.22 0.14 15.19 0.0001
; ; ; ; Imagex Param. 77 288.41 0.11 2.64 0.0001

trying to estimate just the mean variance of each soaree 1. Error 672 954 13 0.66

Thus, the degrees of freedom for, say, lilmagesource is 7, the

number of images minus one. The third column in the ANOVA Nalwa-Binford edge detector

table lists the sum of square (SS) values capturing the variation g ce DE sS e F-value P-value
from the grand mean value due to each of the sources. The fourth

column lists thev? values, which reflect the relative magnitudesgnage 7 504.0 0.29 64.79 0.0001
of the different effects. A value of 0.15 fes is considered as Parameters 8 57650 033 64.84 0.0001
large, 0.06 as medium, and 0.01 as a small effect. &his not Magex Param. 56 9308  0.02 1.50 0.0146
directly a part of the SAS ANOVA output, but it was computeg ot 504 56013 037

separately using the values from the SAS output. &healues Sarkar-Boyer edge detector

can be used for comparing the magnitude of one effect to the gqrce DE sS W2 E-value p-value
magnitude of another effect (other statistical outputs are not ap-

propriate for comparisons). The fifth column lists thealues, Image 7 101.62 0.06 9.94 0.0001
which are the significance test statistic, computed as the ratio"gfameters 8§ 27813 018 23.80 0.0001
the mean square value of a source to the mean square valulmé)?re>< Param. 55 46 73;;; '12; 00'51? 4.39 0.0001

the experimental error. The last column lists the estimated probr—
ability that the variation in the source could have arisen because
of pure chance. When this value is less than 0.05 we can reject source DF SS @2 F-value P-value
the null hypothesis that the variation is due to chance.

Sobel edge detector

Image 7 127.41 0.14 13.21 0.0001

2. Do the ratings of an edge detector vary with the image®arameters 5 113.25 0.12 16.44 0.0001

The results summarized in Table 4 show that there is a statigagex Param. 35 162.75 0.13 3.37 0.0001
tically significant effect due to the image (= 0.0001 much Eo" 336 46300 061

less than the 0.05 Ievel)' This is true for each of the four edg(%\lote.The second column lists the degrees of freedom (DF). The third columr

det?Ctors- Thi_S says that we can reject_ the null hypot_hesis thad the total sum of squares (SS). The fourth and the fifth columns listthe
the judges’ ratings are the same across images. More informadlyy F-values, respectively. And the sixth column lists the significance levels.
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was constant across all images. More informally, it says that theean that, except for the Nalwa—Binford, there will not be much
“right” parameter set varies with the image. Note the differenaaerlap.

between this and the interpretation for the effect due to the im-

age alone. The effect due to the image alone indicates only thatJudges for the Rating Task

the average ratings varied with the image. That is, some image%ixteen subjects acted as “judges” for the rating task. The
could be “easy” and some “hard,”

but it would still be possiblg, 55 were either undergraduates or graduates in the compu

for the same parameter set to be the highest ranked for €t e and engineering program conducting research in con
image. The interaction effect goes further, indicating that t)%;l
t

4 ; er vision. Three of the judges in this experiment also partic-
_ranklng of tr_le goodness of the parameter sets varies betw ed in the rating task for the first experiment.
images; a given parameter set may be good for one image bu
not for another. Note that this combined effect is weakest for te Rating Task
Nalwa—Binford detector.

The above conclusion is further substantiated bythealues ~ For each judge, the rating task was performed in one sitting
in Table 4, where we note that for the Nalwa—Binford detectdgach judge received a stack of printed pages containing for eac
33% of the total variation can be explained by the parametfage: the original image and eight edge images of that image
variations. The interaction between the image and paramel&€ eight edge images come from four different edge detector
choice accounts for just 2%. This is not true for the other thr&th the parameter set chosen as fixed or varying. Thus eac

edge detectors. judge rated a total, across the four edge detectors, of 6488
edge images. The time taken by each judge was not limited. Th
F. Summary different judges took between 30 to 60 min to perform the rating
task.
The analysis of the data from our first experiment indicates e systematically varied the order of gray level images tha
that were presented to each subject using twe 8 Latin squares.

Trr]]js was done to average any effects due to judges “learning
8uring the experiment. Since each person had the ability to la:
thF edge detections of a given output side-by-side for direc
an . . .

comparison, the ordering of the edge images was not regarde
crucial. However, to control any possible effects we randomly
uffled the edge images for each gray level image.

1. Thejudges’ ratings of the various edge images are reas
ably consistent for the purpose of this experiment.

2. For each edge detector, there is a statistically signific
effect due to the image.

3. For each edge detector, there is a statistically significaarﬁ
effect due to the parameter set. s

4. For each edge detector, there is a statistically significa@t
combined effect due to image parameter set, although this is
weaker for the Nalwa—Binford detector. The conditions in this experiment were defined by three in-
dependent factors: edge detector, parameter set (fixed vers
adapted), and image. The consistency between the judges’ re
ings was high, with an ICC (%) value of 0.92. (This intraclass
correlation coefficient was discussed in Section lIl.)
The purpose of this second experiment was to make a di-Theresults from athree-way ANOVA analysis are tabulated in

rect comparison between edge detectors. Such a comparisoﬁ"@'e 5. Thefirstthree rows depict the variance for the three indi
complicated by the finding in the first experiment that there is‘dual sources. The next three rows correspond to the variance

statistically significant interaction of image and parameter set.

Results

V. EXPERIMENT #2: COMPARISON RATING
OF EDGE DETECTORS

The current state of the art in edge detection does not allow for TABLE 5

the edge detector to automatically adapt the parameter set used ANOVA Results for Edge Detector Ratings

to the characteristics of each image. Thus, the second experi-

ment is designed to assess two scenarios for edge detection. Fa$ource DF Ss ? F-value P-value

the “current practice” scenario, we select (for each edge detec-

tor) the best fixed parameter set to use across all images. Fortfgctor () 3 82039 012 78.55 0.0001
“ideal practice” scenario, we select the best parameter set Fajameters (P) ! °0.32 0.02 37.01 0.0001
p » WE Selec _ p et f0lge () 7 76.48 0.3 8.04 0.0001
each edge detector for each individual image. We call this sgf p 3 26.04 0.01 6.38 0.0003
the adapted parameter set. Thus, for each edge detector, we hrave 7 48.80 0.01 5.13 0.0001
one set of eight edge images which represents the same fixedal 21 443.90 0.16 15.55 0.0001
21 82.06 0.02 2.87 0.0001

rameter set applied to each image. We have another set of e Irﬂol':x !
edge images which represents the (adapted) best parameter set

for each image. |_n general, there will be Some_ove”ap i_n the Note. The columns list the degrees of freedom (DF), sum of squares (SS)
two sets of eight images, but the results of the first experimeftnputed- value, and the significance level.

960 1509.81 0.63
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TABLE 6 TABLE 7
Average Rating of the Edge Detector Ratings for Fixed Average Rating for Individual Images for Fixed
and Adapted Parameters and Adapted Parameters
Canny Nalwa—Binford Sarkar—Boyer Sobel Canny Nalwa—Binford Sarkar-Boyer Sobel
Fixed 4.4 4.4 3.2 2.9 Fixed parameter case
Adapted 4.8 4.4 4.1 3.5 Briefcase 4.13 5.13 3.94 2.88
Difference 0.4 0.0 0.9 0.6 Trashcan 3.69 2.94 3.56 2.88
Camcorder 5.75 3.13 4.81 3.06
Coffee maker 5.44 4.44 3.69 3.38
Flower 4.31 4.38 231 2.56
) o ) Plane 4.00 5.00 2.81 1.69
attributable to the pairwise interactions between the factors. Thg,e 356 5.38 281 204
last row is for the interaction among all three factors. Note thgatairs 4.63 4.69 1.88 4.06
all the interactions are significant. We use this table to answ&japted parameter case
to the following questions. Briefcase 4.44 5.25 3.81 2.56
Trash can 5.13 2.81 5.25 2.81
1. Is there a statistically significant difference between ragamcorder 5.31 2.81 4.94 2.94
ings for fixed versus adapted parametersrom the ANOVA ~ Coffee maker 5-50 4.19 3.75 4.88
results listed in Table 5, we see that there is a statistically sig':k—)wer 431 4.6 2.69 281
, ! ’ , _ Blane 5.06 5.25 3.81 4.50
ficant difference between the ratings for fixed parameters vergyse 3.81 5.50 4.31 288
adapted parameters averaged over all images and the four esiges 4.81 4.56 4.13 4.63

detectors. The datain Table 6 show that the average ratings frem
the adapted parameter sets are generally higher, as one would

expect. ] ] . .
3. For fixed parameters, are there differences in ratings bet

2. Is there interaction between fixed versus adaptive paraeen edge detectors?The first row of Table 6 lists the av-
meter values and the edge detectorsthe answer is yes. The erage ratings of each edge detector over all the images f
fourth row of Table 5 lists the variance due to this interactiothe fixed parameter choice case. The mean values suggest
This can be interpreted as saying that for some edge detedtdiowing ranking of the edge detectors: Canny, Nalwa—Binford,
the difference between ratings for adapted and fixed paranSarkar—Boyer, and Sobel. But are the rating differences statist
ters is greater than others. This is also clearly seen in Tablecélly significant? To answer this we use ANOVA to compare all
which shows that the difference between fixed versus adaptedrs of edge detectors. The results are tabulated in Table 9. Tt
parameters is greatest for the Sarkar—Boyer (the performance for the source D (or the edge detector) shows the varianc
was much better with adapted parameters then with fixed) aattkibutable to the differences in the edge detector ratings. Tt
least for the Nalwa—Binford (performance is identical betweeralues in the last column list the estimated significance values
fixed and adaptive parameters). In fact, for the Nalwa—Binford Care must be taken in interpreting these significance value
the best fixed parameter choice was also the best adapted psirsce we are performing multiple comparisons on the same dat
meter choice for seven of the eight images. (Consistent witlhthe current case we are conducting six pairwise comparison
this conclusion, recall that Table 4 shows that the image and
parameter interaction is weakest for the Nalwa—Binford).

We conducted further analysis within the data divided ac- TABLE 8
cording to fixed or adapted parameters. Table 7 lists the averaggova Results for Edge Detector Ratings for Fixed and Adapted
ratings of each edge detector for each image. Table 8 lists the Parameters, Considered Separately
ANOVA results within each parameter choice type. The three
main sources of variations are the edge detector (D), image (l)$ource DF SS ? F-value P-value

and the interaction between image and the edge detector. ThEiF%fé[d arameter choice
column of Table 8 shows that each of the effects is statisticafly, P

N tector (D) 3 232.94 0.18 48.99 0.0001

significant. Image (1) 7 64.69 0.04 5.83 0.0001
From thew? column of Table 8, we note that variance in ratp x | 21 249.04 0.17 7.48 0.0001

ing due to the detector accounts for just 9% of the total ratirgjror 480 760.81 0.62

variance in the adapted parameter case, versus 18% in the fikeabted parameter choice

parameter case. Thus, as one would expect, the variance du:éﬁfécmlf (D) ? 161(?;‘98 g-gf 254-525“ é)gé)gll

the edge detector decreases with the adapted choice of para@;%gl-e 0 o1 276,00 0.20 61 0.0001

ters; performance becomes more similar between the detectgys, 480 74900 0.67

when the parameters are adapted for each image.
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TABLE 9
ANOVA Results for Pairwise Considerations of Edge Detector Ratings for Fixed Parameters Choices

Canny and Nalwa—Binford Canny and Sarkar—Boyer
Source DF SS w? F-value P-value Source DF SS »? F-value P-value
D 1 0.19 0.0 0.11 0.7413 D 1 93.85 0.15 62.21 0.0001
| 7 51.40 0.07 4.19 0.0002 | 7 125.50 0.18 11.88 0.0001
DxI 7 109.78 0.17 8.95 0.0001 DI 7 46.37 0.06 4.39 0.0001
Error 240 420.56 0.77 Error 240 362.06 0.61

Canny and Sobel Nalwa—Binford and Sarkar—Boyer

Source DF SS w? F-value P-value Source DF SS w? F-value P-value
D 1 145.50 0.22 89.84 0.0001 D 1 85.56 0.13 55.18 0.0001
| 7 84.15 0.11 7.42 0.0001 | 7 48.30 0.06 4.45 0.0001
DxI 7 37.03 0.04 3.27 0.0025 BRI 7 144.25 0.20 13.29 0.0001
Error 240 388.69 0.63 Error 240 372.13 0.61

Nalwa—Binford and Sobel Sarkar—Boyer and Sobel
Source DF SS w? F-value P-value Source DF SS »? F-value P-value
D 1 135.14 0.20 81.34 0.0001 D 1 5.64 0.01 3.98 0.0472
| 7 62.69 0.08 5.39 0.0001 | 7 71.06 0.12 7.16 0.0001
DxlI 7 79.17 0.10 6.81 0.0001 BRI 7 81.48 0.14 8.21 0.0001
Error 240 398.75 0.63 Error 240 340.25 0.73

Note.Source D is the edge detector, source | is the image, and souxdédthe interaction between the edge detector and the image.

which are not all independent tests. One way of handling thaserage ratings of each edge detector over all the images for tt
problem is to adjust the significance thresholds for the individuatiapted parameter choice case. The mean values suggest the
tests. We use the modified form of the Bonferroni test [39] to skvwing ranking of the edge detectors: Canny, Nalwa—Binford,
lect the significance value appropriate for the pairwise tests. TBarkar—Boyer, and Sobel. Again, to determine if these differ-
threshold significance value for the pairwise tesis,is related ences are statistically significant, we conduct analyses betwee
to the overall significancey, by: «p = («)(DF)/n, whereDF  all pairs of detectors. The results are tabulated in Table 10. The
is the degrees of freedom ands the number of comparisons.row for the source D shows the variance attributable to the differ-:
In our caseDF is 3, the number of edge detectors minus onences in the edge detector ratings. The values listed in the la
andn is 6. Thus, if we want an overall significance thresholdolumn list the estimated significance values.

of 0.05 (95% confidence), then we have to uge= 0.025 in Recall that, for an overall statistical significance of 0.05 (95%
the pairwise comparison. The results in Table 9 show that evexgnfidence), we have to test for significance with= 0.025
pairwise difference between edge detectors is statistically sigftr each individual pairwise test. The results in Table 10 show
ficant,excepthe difference between Canny and Nalwa—Binforthat every pair difference between edge detectors is statisticall
(p = 0.741) and Sarkar—Boyer and Sobel£ 0.0472). Thus significantexceptthe difference between Nalwa—Binford and
the final ranking of the edge detector ratings for fixed paramet®arkar—Boyer. In other words the observed difference in rating
choices is: (Canny, Nalwa—Binford), (Sarkar—Boyer, Sobel). between these two edge detectors is not statistically significan

4. For fixed parameters, is there interaction between the d-le—buS the final r.a”kihg of the edge detec_tor ratings for adapte

tector and the image? The third row of the fixed |oarameterp""r"’1meter choices is: Canny, (Nalwa—Binford, Sarkar-Boyer)
. . . : and Sobel.

case in Table 8 denotes the interaction between the image an

the edge detector. We see that the variation attributable to this in-

. . . 6. For adapted parameters, are there interactions betweer
teraction term has very low probability of occurring by chance.d d di Yes. F he sixth f th
In fact, thew? values indicate that about 17% of the rating variy L3¢ etectors and images¥es. From the sixth row of the

' ANOVA table we see that there is statistically significant

ance can be attributed to this interaction between the image ar}%raction between edge detectors and images. That is, the rz
. y C

. i
the.edge_ detecFor. Thus, the relative goodness of edge dete(\i{r%g of edge detectors vary with the images. Table 7 lists the
varies with the images.

mean ratings of the edge detectors on each image for adapt
5. Foradapted parameters, is there a difference in the ratingmrameter choices. Notice that the ranking of the edge dete
between edge detectorsThe second row of Table 6 lists thetors does vary with the image. For example, in the trash cal
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TABLE 10
ANOVA Results for Pairwise Considerations of Edge Detector Ratings for Adapted Parameter Choices

Canny and Nalwa—Binford Canny and Sarkar—Boyer

Source DF SS w? F-value P-value Source DF SS »? F-value P-value

D 1 11.82 0.02 7.10 0.0082 D 1 32.35 0.06 21.40 0.0001
| 7 36.81 0.04 3.16 0.0033 | 7 70.03 0.12 6.62 0.0001
DxI 7 124.09 0.20 10.65 0.0001 ) 7 35.93 0.05 3.40 0.0018
Error 240 399.56 0.74 Error 240 362.81 0.77

Canny and Sobel Nalwa—Binford and Sarkar—Boyer

Source DF SS w? F-value P-value Source DF SS w? F-value P-value

D 1 107.64 0.18 73.52 0.0001 D 1 5.06 0.01 3.06 0.0817
| 7 103.98 0.16 10.15 0.0001 | 7 40.05 0.05 3.45 0.0015
DxI 7 39.36 0.05 3.84 0.0006 BRI 7 154.13 0.24 13.29 0.0001
Error 240 351.38 0.62 Error 240 397.63 0.71

Nalwa—Binford and Sobel Sarkar—Boyer and Sobel

Source DF SS w? F-value P-value Source DF SS »? F-value P-value

D 1 48.13 0.07 29.91 0.0001 D 1 21.97 0.04 15.09 0.0001
| 7 133.84 0.18 11.88 0.0001 | 7 74.00 0.12 7.26 0.0001
DxI 7 97.71 0.13 8.68 0.0001 RI 7 102.62 0.17 10.07 0.0001
Error 240 386.19 0.62 Error 240 349.44 0.68

Note.Source D is the edge detector, source | is the image, and souxrdédhe interaction between the edge detector and the image.

and camcorder images the Nalwa—Binford detector ratings dropl. Edge quality was reduced when fixed parameters wer
significantly and that of the Sarkar—Boyer operator increasesed instead of adapted parameters. However, this reduction
However, for the cone image, the Canny operator output is raigahlity varied with the detector; the quality was the lowest for
lower than the Nalwa—Binford operator. We do not fully undethe Nalwa—Binford detector.

stand the cause of this intriguing effect. But one implication is 2. For fixed parameter choices, the final overall ranking o
clear:No one single edge detector was best overall; for any givéime edge detectors is: (Canny, Nalwa—Binford), (Sarkar—Boye
image it is difficult to predict which edge detector will be bestSobel).

We display the edge images where each edge detector receivedl For adaptively chosen parameters, the final overall rankin

its highest ratings in Figs. 2—4. (Please refer to the second chafithe edge detectorsis: Canny, (Nalwa—Binford, Sarkar—Boyer
in Table 7 for the average ratings.) Figure 2 shows the image $abel.
which the Canny and the Sobel edges received their respectivd. However, in (2) and (3), the rankings also varied with the
highest ratings. The Nalwa—Binford received its lowest ratinighage. With at least some images, the order of the rankings cou
on this image. The Sarkar—Boyer received its highest rating mverse.
the “trash can” image shown in Fig. 3. The Nalwa—Binford re-
ceived its highest rating on the “traffic cone” image shown in
Fig. 4. Onthis cone image, the Canny received its lowest ratings.
This reversal in ratings demonstrates the interaction between th§Ve have introduced a methodology for rating of low-level
image and the edge detectors. We would also like to note tivigion algorithm outputs by humans using experimental proce
the Nalwa—Binford detector might have been rated high for tiskires and statistical methods borrowed from psychology. W
cone image because of clear delineation of the cone base. Thge used this methodology to compare the performance of fot
output of the Nalwa detector is not one pixel wide, while thevell-known edge detectors. Based on these experiments, we ¢
other detectors have one pixel wide edges. (We plan to setropke three major observations. We discuss these next, followe
controls for this in future experiments.) This might contribute tby a discussion of possible concerns regarding the experimen
the differences in the ratings.

V1. DISCUSSION AND CONCLUSION

A. Observations

D. Summary First, we observe that there are statistically significant differ-

The analysis of the data from the second experiment shewces between the ratings of the edge detectors. However, t
that average rating values for the detectors considered (see Table
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FIG. 2. The highest ratings for the Canny and Sobel edges were on the coffee maker image.
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FIG. 3. The highest rating for Sarkar—-Boyer edges was on the trash can image.

lie in a relatively small range (3.5 to 4.8) on a 7-point scaleesults in the following way. If the images to be analyzed are al
Thus, while we can measure progress in the quality of the edgé&ly similar in content, or if the application allows for tuning the
detector output (as perceived by humans) from the days of Sopatameters of the detector for each image, then the best choice
to Canny, there is substantial room for further improvement. probably to use a well-tuned Canny detector. If the applicatiol
Second, the optimal parameter settings of an edge detectmuires choosing a fixed set of detector parameters with whic
are strongly dependent on the image (see Table 7). This effextanalyze a broad variety of images, then the Nalwa—Binfort
is less pronounced for the Nalwa—Binford edge detector thdetector may be a better choice. Of course, the scope of the
the other three detectors. Thus, for the Nalwa—Binford operatmnclusions is limited to the edge detectors analyzed here at
one can choose a fixed set of parameters and be more likelyddhe breadth of the images analyzed here.
obtain edges of consistent quality, but the quality may be low Third, and perhaps the most surprising result, is thatefze
for some images (e.g., for camcorder and trash can imagéei)e performance of the edge detectors varied statistically sig
However, the quality of the edges of the other three detectmificantly across the images. This seems to indicate that the
varies greatly with a fixed parameter choice. This suggests teesomething about each of the edge detectors (except for tf
need for strategies of adaptively choosing the parameters of thEsbel) that makes it “best” for some type of image. This is
edge detectors based on domain and image characteristics. contrary to the assumption that edge detection is a contex
From a practical point of view, a practictioner wanting taindependent, purely bottom-up process. This suggests that
select an edge detector for use in their work might look at timeay be worthwhile to incorporate context information into the
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FIG. 4. The highest rating for the Nalwa—Binford edges was on the cone image.

edge detection process. It might well be that there is no edge dentexts and then adapting the edge detection strategy approp
tector which performs well in all contexts. In that case, we needely, such as the adaptive estimation of hysteresis threshold |
to identify the contexts in which an edge detector performs wefi2]. Thus, the researcher working on edge detection might viev
It also suggests the need for automated methods of determining results as suggesting areas for future work. Although som
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thickness in future studies. We do not, however, expect the col
clusion to be significantly different.

We would also like to add a caveat. The method we used ar
propose for general use is a comparative one. We collect ratin
for a set of edge detectors, and images in one experiment al
test differences in the means for significance. This does we
for a given comparison of a fixed set of edge detectors (as w
showed); however, comparisons must be done with caution. F
example, if we run a second experiment using a new set of edc
detectors and images, those results will be separate from tl
results of the present experiment. However, if the same image
along with some of the presentalgorithms, are used, compariso
may be done across experiments. Thus, to allow others to mo
readily extend our work, the images used in this experiment wil
be available on our ftp site. This would also permit people tc
perform experiments to verify our results.

We believe that as the field of computer vision better deve
lops its experimental side, researchers will replicate, compar
and build on the previous work of others. However, one has t
be careful in extrapolating experimental conclusions to differen
contexts. The edge detector ratings produced in our method a
notabsolute numbersthat can be readily compared to ratings pr
duced in an entirely new experimental context. Conclusion fo
other contexts can be made only based on experiments desigr
for those contexts. We hope the present study would encoura
others to undertake such studies.

All relevant edge

information for Edges seem to be APPENDIX: SAMPLE QUESTIONAIRE

recognizing object without coherent

with no distracting organization . ) ) )

edges. 7 6 5§ 4 3 2 1 into an object. Figure 5 shows a sample rating sheet used by a judge. A ratir
FIGURE 5 of 1 was defined as “edges seem to be without coherent orgar

zation into an object.” A rating of 7 was defined as “all relevant

of the observations mentioned here were surmised elsewh@@ge information for recognizing an object with no distracting
[43], the present study provides concrete evidence for them.edges.”

B. Experimental Concerns ACKNOWLEDGMENTS

One possible concern regarding the present experiment is th@e acknowledge Connie Leeper's outstanding organization and assistan
step of choosing the best parameter set for each detector. Sixipéare data collection phase of Experiment #1. We thank Dr. Mike Brannick

rameter sets were considered for the Sobel, nine parameter agmportant discussions regarding the statistical data analysis. We also thar
for each of the Sarkar—Boyer and the Nalwa—Binford. and ]\_/'fwajit Nalwa for graciously providing us with the code for his edge detector.
parameter sets for the Canny. One might argue that this some-
how biases the experimental procedure against the Sobel and
for the Canny, and that a fair comparison would ConSIdet_’ an . R.Jainand T. Binford, Ignorance, myopia, and naivete in computer visiot
equal nl_meer of parameter sets for the edge detector. T.hIS, of  systemsCVGIP: Image Understanding3, 1991, 112-117.
course, is not rgahsuc. The parameters avallab_le to be adjusted;. A Hoover, G. Jean-Baptiste, X. Jiang, P. J. Flynn, H. Bunke, D. Goldgof
and their plausible ranges, are part of the particular method of and K. Bowyer, Range image segmentation: The user’s dilemnia; in
edge detection. Itis simply not possible to have an equal number  ternational Symposium on Computer Vision, 1985 323-328.
of analogous parameter sets for each of a range of different edgé- F. van der Heijden, Edge and line feature extraction based on covariant
detectors models |EEE Trans. Pattern Anal. Mach. Intell7 (1), 1995, 16-33.
Another possible point of debate is that in the present study 4 K- R. Rao and J. Ben-Arie, Optimal edge detection using expansiol
we used the thick edges (greater than one pier Wide) produced matching and restoratiolg EE Trans. Pattern Anal. Mach. Intell6(12),

. 1994, 1169-1182.
by the Nalwa-Binford edge detector, whereas for the other de-S. P. H. Gregson, Using angular dispersion of gradient direction for detect

tectors, the edges were one pixel wide. We plan to rectify this  jng edge ribbonSEEE Trans. Pattern Anal. Mach. IntelL5(7), 1993,
to eliminate the possibility of effects due to differences in edge  682-696.
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